














mostly exaggerated true differences (see Tables S3–S5 in the

Supplemental Material for details).

One concern may be that stereotypes about education are

inexorably bound up with stereotypes about age; it is possible

that some authors were perceived as less educated because they

were perceived as too young to have completed a college

degree. Although we do not have age information for authors

in Study 3, as a supplemental analysis, we estimated each

authors’ ages from the tweets themselves using previously vali-

dated language models (Sap et al., 2014). We then could corre-

late these predicted ages with both real education (i.e., the

binary status of being in each of the three education levels) and

perceived education (i.e., the proportion of raters who per-

ceived authors to be in each of the three education levels).5

Predicted age had relatively weak correlations with the no

college degree, r ¼ �.13, p < .001; college degree, r ¼ .02,

p¼ .59; and advanced degree, r¼ .12, p < .001, categories. The

relationship was stronger between predicted age and perceived

education for perceived no degree, r ¼ �.38, p < .001; per-

ceived college degree, r ¼ .28, p < .001; and perceived

advanced degree, r ¼ .25, p < .001. The relationship with per-

ceived education was significantly higher than with actual edu-

cation for all three categories (no degree: Z ¼ �7.48, p < .001;

college degree: Z ¼ �6.18, p < .001; advanced degree: Z ¼
�.397, p < .001). These results suggest that age-relevant stereo-

types were indeed overly influential in raters’ assessments of

authors’ levels of education.

Study 4: Politics

General stereotype information was highly political: Partici-

pants used explicit, obvious political cues when they could

(Figure 6). Talking about sports was associated with mista-

kenly believing a liberal to be a conservative, while using con-

versational, feminine language was associated with mistakenly

believing a conservative to be a liberal.

Figure 5. Words and phrases correlated with the ratio of total raters who categorized authors into each education category. ‘‘Overall
stereotypes’’ indicate words/phrases categorized as (a) no college degree, (b) college degree, or (c) advanced degree, regardless of the ground
truth. ‘‘Inaccurate stereotypes’’ indicate words (d) written by users with a degree but characterized as no degree, (e) written by people with no
degree or advanced degrees but characterized as college degree, or (f) written by users without an advanced degree but characterized as
advanced degree.
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Participants performed far better than chance, with 82%
of categorizations correct (w2 ¼ 9,021.19, p < .001).

Eighty-three percent of ratings were correct for liberal

authors, and 80% of ratings were correct for conservative

authors.

Unlike in Studies 1–3, participants did not simply exagge-

rate real-world language differences (see Supplemental Tables

S6 and S7). Inaccurate stereotypes tended to be nonpolitical,

but the specific effects differed by political group. Table 3

shows the words most strongly associated with falsely believ-

ing a liberal author is actually conservative. The word ‘‘game’’

was associated with inaccuracy for both conservative and for

liberal authors. However, it was more often incorrectly

believed to indicate that an author was conservative than lib-

eral, which suggests an inaccurate association between that

word and conservatism. In other words, when authors talked

about nonpolitical topics, such as sports, participants were less

accurate in identifying them across the board. However, words

such as ‘‘game,’’ ‘‘season,’’ and ‘‘team’’ were associated more

strongly with thinking a liberal author was conservative than

vice versa. A similar pattern occurred for incorrect stereotypes

about liberals (Table 4).

Inaccurate stereotypes for liberals and conservatives

appeared to be gendered in nature (compare ‘‘inaccurate

stereotypes’’ in Figure 6 with overall stereotypes in Figure

2). We did not have gender information for Study 4 authors,

but, similar to our technique in Study 3, we estimated the gen-

der of each author directly from tweets (Sap et al., 2014). Pre-

dicted gender correlated with actual political orientation, such

that authors predicted to be female were actually more liberal,

rj ¼ .14, p < .001. However, predicted gender had a stronger

correlation with perceived political orientation, rj ¼ .21,

p < .001, a difference that was statistically significant,

Z¼ 6.10, p < .001. This suggests that participants exaggerated

the importance of gendered cues in determining the political

orientation of authors.

Figure 6. Words and phrases correlated with the ratio of total raters who categorized authors into each politics category. ‘‘Overall stereo-
types’’ indicate words/phrases categorized as (a) conservative or (b) liberal, regardless of the ground truth. ‘‘Inaccurate stereotypes’’ indicate
words (c) written by liberals characterized as conservative or (d) written by conservatives characterized as liberal.
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General Discussion

Through four studies, we examined words and phrases that con-

tribute to stereotypes. Consistent with previous literature that

stereotypes are often accurate (e.g., Jussim et al., 2015), parti-

cipants were generally skilled in guessing a person’s group

membership. Errors tended to be exaggerations rather than

being than completely wrong. The exception was politics,

where nonpolitical language led to inaccuracy across the board;

however, people exaggerated the association between women

and liberalism.

The online, language-based context allowed for two impor-

tant innovations. First, it lets us tease apart a very large number

of interconnected, group-based associations and specifically

identify those that led to inaccuracy. If we simply asked parti-

cipants to describe overall group tendencies, it is likely that

exaggerated stereotypes would appear to be accurate, since

they match group-level differences in central tendency. How-

ever, these stereotypes cannot be considered accurate, since

they were associated with objectively incorrect beliefs about

a person’s group membership.

Allport (1954) previously suggested that stereotypes are

exaggerations of real group differences, but this has been con-

troversial (e.g., McCauley, 1995). Our findings suggest that not

all stereotypes are exaggerations; many stereotypes are cor-

rectly associated with a person’s group membership. However,

when a categorization is wrong, raters appear to have drawn on

exaggerated aspects of a stereotype. For instance, in Study 1,

writing about technology was primarily associated with women

mistakenly being identified as men. Although men were more

likely than women to post about technology, raters believed the

difference was more indicative of maleness than it actually

was, resulting in false positive categorizations of men. Novel

techniques such as ours are needed to determine when stereo-

typic beliefs and associations are truly adaptive versus

unadaptive.

These results imply potential targets for intervention. Not

only does the stereotypical association between maleness and

technology potentially result in negative societal consequences

(e.g., Murphy, Steele, & Gross, 2007), it was associated with

incorrect conclusions about men and women. Making people

aware of their subtle, gendered associations with technology

may reduce harmful biases that limit women’s opportunities

to advance in science, technology, engineering, and math fields

(e.g. Shapiro & Williams, 2012; Moss-Racusin, Dovidio,

Brescoll, Graham, & Handelsman, 2012) and might increase

interpersonal accuracy.

Notably, there was similarity between the inaccurate stereo-

types of politics and general stereotypes of gender. Our results

suggest that people defaulted to gender stereotypes when

attempting to guess people’s political orientations, assuming

that masculine people are conservative and feminine people are

liberal. This pattern may emerge from stereotypes connecting

both liberalism and women with warmth while connecting

both conservatism and men with instrumentality (Huddy &

Terkildsen, 1993). Female authors in our sample were more

likely to be liberal but not as much as raters appeared to believe;

this finding is thus another example of people exaggerating the

diagnostic utility of an actual group association. A similar result

was found in Study 3 between education level and age.

Our second innovation is that our method identifies the lan-

guage that makes up stereotypes. In face-to-face interactions,

people simultaneously use information from multiple channels

to categorize others, which makes it ambiguous what cues were

most important. Using social media language, lets us isolate a

single channel within the context of everyday life, allowing us

more certainty that the identified stereotypes are real.

Also, by not directly asking participants to explicitly list

aspects of their stereotypes, our method avoids self-

presentation concerns (e.g., Plant & Devine, 1998) and

highlights information that was reliably associated with cate-

gorization, but which people may be unlikely to explicitly ver-

balize or even consciously notice. Our methods therefore

Table 4. Correlations With Inaccurate Categorization for the 10
Words and Phrases Most Associated With Inaccurate Stereotypes
of Liberals in Study 4.

Word
or
Phrase

Inaccurate Belief
That an Author Is

Liberal (r [95% CI])

Inaccurate Belief That
an Author Is Conser-

vative (r [95% CI]) Z (p)

Me .278 [.219, .329] .015 [�.040, .070] 6.75 (<.001)
My .264 [.211, .314] .073 [.018, .128] 4.93 (<.001)
Day .252 [.200, .304] .085 [.030, .140] 4.30 (<.001)
I .227 [.174, .279] .064 [.009, .119] 4.17 (<.001)
When

you
.226 [.173, .278] .028 [�.027, .083] 5.04 (<.001)

Today .223 [.170, .275] .030 [�.025, .085] 4.91 (<.001)
Wanna .211 [.157, .263] �.011 [�.066, .044] 5.62 (<.001)
Girl .210 [.156, .262] �.042 [�.097, .013] 6.37 (<.001)
Cool .209 [.155, .261] .048 (�.007, .103] 4.10 (<.001)
Check

out
.208 [.154, .260] .024 [.031, .079] 4.67 (<.001)

Note. Z is based on z-transformed correlations. CI ¼ confidence interval.

Table 3. Correlations With Inaccurate Categorization for the 10
Words and Phrases Most Associated With Inaccurate Stereotypes
of Conservatives in Study 4.

Word
or
Phrase

Inaccurate Belief That
an Author Is Conser-

vative (r [95% CI])

Inaccurate Belief
That an Author Is

Liberal (r [95% CI]) Z (p)

Game .311 [.260, .361] .126 [.071, .180] 4.87 (<.001)
Season .213 [.161, .265] .114 [.059, .168] 2.54 (.011)
Games .194 [.141, .246] .100 [.045, .154] 2.40 (.016)
TD .192 [.139, .244] .018 [�.037, .073] 4.40 (<.001)
Team .190 [.137, .243] .100 [.045, .154] 2.30 (.021)
Fans .188 [.135, .241] .098 [.043, .152] 2.30 (.021)
Sports .174 [.121, .227] .083 [.028, .138] 2.31 (.021)
Football .172 [.118, .226] .034 [�.021, .089] 3.49 (<.001)
Fan .169 [.116, .224] .100 [.045, .154] 1.76 (.078)
Player .164 [.108, .216] .109 [.054, .163] 1.40 (.162)

Note. Z is based on z-transformed correlations. CI ¼ confidence interval;
TD ¼ touchdown.
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present a novel solution to the problem of how to identify very

subtle and nuanced aspects of stereotypes.

Despite these novel findings, our methods had several lim-

itations. The social media environment allowed us to isolate

a single information channel, but behaviors on Twitter may not

wholly generalize to other contexts. Our method highlighted

the entire set of words most strongly related to miscategoriza-

tions, but we do not know if specific words or stylistic choices

had the most directly causal impact on participants’ incorrect

guesses. Third, only a single characteristic was available in

each study, but these characteristics most likely are correlated

(e.g., age and education). In Studies 3 and 4, we estimated age

and gender, providing some insights, but were limited by the

data available. Finally, we treated all participants the same in

their ratings. In the future, it will be useful to see if there are

any individual differences associated with the ability to avoid

the influence of misleading cues online.

Our studies indicate the power of big data methods to quan-

titatively compare actual and perceived behavioral tendencies

across groups. Using social media text to unobtrusively mea-

sure both behaviors and perceptions of those behaviors can

reveal surprising, important features of people’s stereotypical

beliefs and their levels of correctness.
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Notes

1. For the purposes of this study, authors were considered either male

or female. While this binary choice does not capture the full range

of gender identity or perception, it matches automatic gender cate-

gorization that occurs in the real world (e.g., Quinn, Yahr, & Kuhn,

2002).

2. To minimize the possibility of raters assuming ongoing education,

they were told that all authors were older than 22 years and also not

currently in school.

3. Because age is a continuous variable, raters guessed the authors’

ages in years. Both guessed age and real age were then applied

to the two age categories, split at 23.

4. For quality control, we interspersed several authors who directly

stated their group category (e.g., a male author saying ‘‘My beard

is almost to the point where I can make other men jealous of my

sweet beard’’). If participants misidentified two of these unambig-

uous authors, they were unable to participate further and their data

are not included in our results. In addition, raters had to spend at

least 10 s on each task before being allowed to submit their guesses.

Overall, 16, 8, 20, and 40 raters failed the attention checks in Stud-

ies 1, 2, 3, and 4, respectively.

5. For actual education, authors belonged to one age category, and a lin-

ear contrast (with weights of�1, 0, and 1 for no college degree, col-

lege degree, and advanced degree, respectively) could be used,

regressing predicted age onto the linear contrast. As expected, there

was a positive, linear relationship between predicted age and actual

education level, b¼ .15, p < .001. For perceived education, the cate-

gories are nonindependent, with scores representing the proportion of

ratings for that category. Although we could force each author into a

single perceived education category using raters’ majority vote, this

would lose information, so we chose to retain all rating information

and estimate the correlations for each category separately.
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